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Abstract— Data access is a major issue in Disruption Tolerant Networks (DTN’s) because of its opportunistic contacts, irregular network 
connectivity, long delay and low node density. In this peculiar DTN environment determining the data location to query a request involves 
more time and high cost. To resolve this issue, the paper proposes a Cooperative Caching scheme based on opportunistic path forwarding 
in which the data is redundantly cached at multiple nodes. The underlying idea is to select a set of nodes called as Network Central Loca-
tions (NCL) to cache data thereby reducing data access delay.  Additionally coordination among all caching nodes is also achieved to re-
duce transmission of redundant information in network. The simulation results obtained proves the efficiency of the system in terms of de-
livery rate and delay. 
 
Index Terms— Cooperative Caching, Data Access, Disruption Tolerant Network, Mobility, Network Central Location, Opportunistic 
Networking, Relay Node. 

——————————      —————————— 

1 INTRODUCTION                                                                     

isruption tolerant networks (DTN) [1] are characterized 
by long latency, variable delays measured in days, in-

termittent connectivity, lack of end to end connectivity and 
unstable network topology. The mobile nodes in DTN contacts 
each other opportunistically. Due to intermittent connectivity 
it is mandatory to use “store, carry and forward” techniques 
for data transmission. DTN is widely applied in challenging 
networks like disaster recovery, satellite communications, mil-
itary adhoc networks, terrestrial mobile networks and under-
water communication where achieving data connectivity is of 
major concern [2]. Although there exists more data forwarding 
schemes like proactive and reactive routing protocols, these 
cannot be deployed for DTNs [1][2] because of their frequent 
disconnections and lack of global network knowledge. Hence 
data forwarding is an issue. 

 
One common technique to resolve this issue is Caching. 

Caching is done at the mobile nodes to store the frequently 
accessed information. In this paper we deal with a new coop-
erative caching scheme in which data are cached at multiple 
nodes based on the query history that reduces delay [3]. The 
challenge lies in making a decision of where to cache data in 
the network. Hence the proposed scheme works by choosing 
highest potential nodes of network as caching nodes i.e. cen-
tral nodes. These nodes are intentionally chosen and should be 
easily accessed by other nodes in the network. When the cen-
tral caching nodes are full incoming packets then neighboring 

nodes are also involved for caching which together called as 
Network Central Location (NCL). 
The main objective of this work includes, 
• Selecting Caching Nodes based on its dominance in net-

work to improve data access 
• Probabilistically coordinating the caching nodes to re-

spond a query thereby reducing traffic. 
 

1.1 Data Access Methods in DTN 
Storing the data redundantly can be done either incidentally 
or intentionally hence resulting in two types of caching name-
ly 1. Incidental Caching and 2. Intentional Caching. Intentional 
caching is a scheme where data is cached only at some specific 
set of nodes chosen exclusively whereas every node in inci-
dental caching scheme caches the pass by data. The set of spe-
cific nodes i.e. Caching Nodes (CN) in intentional scheme are 
chosen using centrality metric.  Choosing CN in the network 
not only concentrates on its dominance in network but also 
requires additional care on considering various parameters 
like path weight, number of neighbors, energy, contact pattern 
and contact duration [3, 4, 5]. When opportunistic contacts and 
intermittent connectivity are considered incidental caching 
would fail because of over simplistic consideration of query 
history. Hence intentional caching schemes are employed in 
DTN [3] [7]. 

Other variations of caching scheme include cache data, 
cache path, zone caching, group caching, distributed caching 
and cooperative caching. Cache data is the simplest scheme 
where all nodes are involved in the process of caching the pass 
by data, while Cache Path is the scheme of storing the path 
towards data source rather storing the data. In zone caching 
scheme neighboring nodes as grouped as zone where every 
node caches the data. Upon request, each node searches for 
response in its own zone initially and then searching happens 
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in other zones. This process of searching in various zones 
happens until the data source is found [9]. In group caching 
one hop neighbors are coordinated as group and utilized for 
caching. The number of redundant copies is limited in this 
scheme by sharing status of each group. In distributed and 
cooperative schemes, the data being stored at many places are 
coordinated while generating responses, i.e. Probabilistic re-
sponses are given in order to reduce transmission of redun-
dant information. These techniques work well in case of nor-
mal adhoc environment while they fail in DTN because of the 
two following reasons, 

1. DTN’s higher mobility, 
2. The assumption of query and response following 

the same path in adhoc networks fail in DTN. 
Hence modified distributed caching schemes and coopera-

tive schemes were introduced after taking opportunistic con-
tacts into account. These schemes vary in nature of cache node 
election, number of nodes involved in caching etc., though 
they vary by few parameters their concept of repeatedly main-
taining data at multiple nodes in order to enable higher data 
availability is similar. 

The rest of the paper is organized as follows. Section 2 
deals with the existing caching schemes of DTN’s. Section 3 
deals with the proposed cooperative caching system and im-
plementation details. Section 4 concludes the paper. 

2 MOTIVATION 
In this section we present the various cooperative caching 
schemes deployed in DTNs. Reisha et al proposed adaptive 
caching scheme based on Learning Automata (LA). The 
scheme is known for LA’s adaptability to the DTN environ-
ment [5] while it doesn’t deal with load balancing issues.  An-
other cooperative caching scheme called as duration aware 
caching was proposed by Xuejun et al by considering the so-
cial parameters of the network. This method claims the ease of 
data access when the data is fragmented based on a social pa-
rameter called ‘Contact Duration (CD)’ between nodes. Mikko 
et al proposed a scheme of redundancy based storage and con-
tent retrieval system for improving the data access in DTN 
based on infrastructure network [6]. This is yet another coop-
erative scheme where the intermediate nodes are involved for 
redundant storage and content retrieval. This scheme dealt 
with redundancy issues but it doesn’t propose any methodol-
ogy for balancing load. 

3 COOPERATIVE CACHING SCHEME 
This section deals with network model setup and caching 
scheme of the proposed cooperative caching scheme. 

3.1 Network Model and NCL Selection Metric 
The network is modelled as Graph     G = (V, E). The set V is 
defined as set of vertices representing the nodes in the net-

work while E corresponds to the edge set V= {S, N1, N2,…, Nr-

1, D} where A and B correspond to source and destination re-
spectively. Caching is encouraged to be done on nodes having 
the highest potential in network such that, the data cached 
serves more request at less time. Such kind of highest potential 
nodes are found by calculating selection metric based on a 
probability distributions. The selection metric is found by con-
sidering the opportunistic path between the source and desti-
nation. The opportunistic path PSD between two nodes S and D 
is combination of node set V= {S, N1, N2,.., Nr-1, D} and edge 
set E={e1, e2, e3,…er} having edge weights {𝜆 1, 𝜆 2, 𝜆 3 ,… 𝜆 r }. 
The time required to send data from S to D integrates contact 
time involved between intermediate nodes. The inter contact 
time Xk between any nodes Nk and Nk+1 on the path PSD fol-
lows exponential distribution defined by the density function, 

 𝑝𝑌(𝑋) = 𝜆𝑘𝑒−𝜆𝑘𝑥                                                                   (1) 
Hence overall time required to transmit data between S and D 
follows a series of exponential distribution resembling hypo 
exponential distribution [8] which is described as ,                              
𝑝𝑌(𝑋) = ∑𝑘=1

𝑟  𝐶𝑘𝑟𝑝𝑋𝑘(𝑥)                                                          
(2) 

Where the coefficient    𝐶𝑘𝑟 = Π𝑠=1,𝑠≠𝑘
𝑟 𝜆𝑠

𝜆𝑠−𝜆𝑘
 

 
From (1) and (2) the metric to be calculated for node to act as 
central node to represent NCL is defined as, 
      𝐶𝑖 = 1

|𝑉|
 .∑𝑗∈𝑉𝑝𝑖𝑗(𝑇)                                                                  

(3) 
As a result the ‘K’ number of nodes having highest selection 
metric is chosen as central node or caching node to represent 
the network central location [3]. 

3.2 Caching Scheme 
Caching is done by classifying the nodes in the network as 
Normal nodes and Caching nodes. The privileges for two set 
of  nodes varies extensively, i.e. the data can be stored and 
forwarded at caching nodes while it is only forwarded at 
normal nodes. Whenever the data source generates the data it 
is sent to the all CN’s for storage. Hence when a query arises 
the request can be responded by CN with pretty minimal time 
rather being responded by daa source which would take more 
time. It is finally obvious that most popular data is always 
cached at central nodes which is found by identifying the 
number of requests made for a data. 

3.3 Querying Data 
Queries are responded by considering two assumptions like 
the any node may act as data requestors and the same is wide-
ly distributed across the network. Whenever query is generat-
ed it is first multicasted to the central nodes. If the respective 
data is cached locally at central node then the query is re-
sponded immediately else the query is broadcasted in the 
network until TTL expires. 

3.4 Response Optimization and Relay Selection 
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As this scheme involves multiple nodes for caching, more 
number of replies will be sent back to requestor for one query 
resulting in transmission of redundant information. This is 
optimized by generating probabilistic response i.e. a node af-
ter receiving a query decides probabilistically whether to re-
turn cached data. The decision to be made depends on various 
network contact information and certain assumptions. Let 
each and every query be generated with a time constraint ‘Tq’ 
and the query takes ‘t0’ time to be forwarded to caching nodes 
(t0 < Tq). Then the caching node decides whether to reply re-
questor or not with a probability pCR (Tq- t0) [3]. Once when 
the central nodes are full then one hop neighbor nodes called 
as relays are involved for caching. 

3.5 Simulation Setup 
The simulation scenario created depends exclusively on the 
DTN’s features. Hence ONE simulator is chosen [10] [11]. Our 
network is modeled as collection of mobile DTN nodes. We 
have analyzed the network throughput and delay by simulat-
ing the network for about 12 hours. 

Table 1 
Network setup Table 

 
Parameters Normal 

Nodes 
Caching 
Nodes 

No. of Nodes 45 5 

Movement 
Model 

Random Walk Levy Walk 

Transmission 
Range (m) 

10 10 

Buffer Size 
(MB) 

10 100 

Router FadToSink FadToSink 

 

3.6 Evaluation Results 

The effectiveness of data size, contact time and number of 
NCL’s over delivery ratio and delay were studied. Since data 
forwarding and contacts between hosts in DTN is opportunis-
tic, the total contact time between hosts have major concern. 
From Fig. 1 and 2, we observe that an increase in total contact 
time decreases message delay and increases delivery probabil-
ity. 

The number of NCL’s in network also has great impact 
over the delivery probability. Fig. 3 illustrates that an increase 
in number of caching nodes of a network results in data being 
cached at more places serving the requests at lesser time. 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 1. Comparison between Contact Time and Delivery Probability 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

4 CONCLUSION 
In this paper we proposed a new method of selecting CN’s 
based on its opportunistic behavior and probabilistic metric. 

 
Fig. 3. Comparison between No. of NCL and Delivery Probability 

 

 
Fig. 2. Comparison between Contact Time and Delay 

 

 
Fig. 1. Comparison between Contact Time and Delivery Probability 
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Whenever data are cached nearer to the central node, it could 
be accessed at less delay. The obtained results show that this 
scheme of caching data central location of the network will 
reduce delay thereby transmitting data efficiently. In future, 
the work can be extended on two aspects like 1) Including so-
cial characteristics of network in NCL election process and 2) 
Considering load balancing and redundancy issues. 
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